
Computational Theoretical 
Physics at INFN

Leonardo Cosmai

Roadmap of the High Performance Computing in Italy and  
the settlement of a Scientific Advisory Board in CINECA

23 March 2017, CINECA



L. Cosmai -  INFN
2

Outline

INFN scientific projects 

HPC(Th)@INFN (2018-2020)

Conclusions



L. Cosmai -  INFN
3

Scientific Projects @ INFN (Th. Physics)

16 scientific projects  using HPC resources 
~100 researchers   (16  young researchers on HPC_HTC )

Many areas of Theoretical Physics @INFN involved in HPC:

High Energy Physics - Lattice

General Relativity

Nuclear Physics

Fluid Dynamics

Disordered Systems

High Energy Physics - Phenomenology

Cosmology, Astroparticle Physics
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High Energy Physics - Lattice
Scientific Projects:   LQCD123, NPQCD, 
QCDLAT, QFT_HEP, SFT

Flavour physics and Standard Model 
precision tests

New Physics beyond the Standard Model

Strong interactions under extreme 
environmental conditions (QCD at high 
temperature and density) 

Computational strategies and theoretical 
developments

11

Quantity Average � (%)

↵(5)

MS
(MZ) 0.1182(12) 1.0

mud(MeV) 3.373(80) 2.3
ms(MeV) 93.9(1.1) 1.2
fK+/f⇡+ 1.193(3) 0.3
fK⇡
+ (0) 0.9704(33) 0.3
B̂K 0.7625(97) 1.3

fDs(MeV) 248.83(1.27) 0.5
fBs(MeV) 224(5) 2.2

fBs

q
B̂Bs(MeV) 270(16) 5.9
⇠ 1.239(46) 3.7

FIG. 3: table
Lattice averages and relative accuracy for some of the
SM free parameters and hadronic observables in the

flavor sector (after Ref. [8]).
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FIG. 4: figure
Results of the UTA unitarity triangle analysis within
the SM (see the web page of the UTfit collaboration

at http://www.utfit.org).

with the non perturbative effects of the strong interactions, this target becomes particularly challenging. In several
cases, further improvements on the side of the lattice calculations are still required.

In the unitarity triangle analysis (UTA), illustrated in Fig. 4, a crucial information is provided by the constraints
from the neutral B-meson oscillations. For these processes, while the experimental measurements of the B-meson
mass differences �md and �ms are accurate at the few per mille level, the relevant hadronic parameters fBsB̂

1/2
Bs

and ⇠ are known with a precision of about 5% (see Table 3). For this reason, the constraints coming from B0
� B̄0

mixing in the UTA are currently dominated by the theoretical error and further effort should be put, on the lattice
side, in order to increase the precision.

Several interesting excesses with respect to the SM predictions have been recently reported by experiments in
semileptonic B-meson decays, like e.g.: i) the angular observables in the B ! K⇤µ+µ� decays; ii) the branching
fractions R(D) and R(D⇤) corresponding to the semileptonic B-meson decay into D- and D⇤-meson with either light
or heavy leptons in the final state; and iii) the branching fraction R(K) ⌘ Br(B+

! K+µ+µ�)/Br(B+
! K+e+e�).

Presently the tension between the experiments and the SM predictions is at the level of 2.5÷ 3.5 standard deviations.
Last, but not least, we should mention also the current tension between the inclusive and the exclusive determinations
of the CKM entries Vub and Vcb [5], which require, on the lattice side, the calculation of the semileptonic scalar and
vector form factors relevant in the B ! ⇡(⇢)`⌫` and B ! D(D⇤)`⌫` decays. Therefore, in the next years an important
part of the computational effort will be devoted to the precise evaluation of all the form factors relevant in several
semileptonic and rare B-meson decays.

To reach the above goals and to allow to have more and more stringent tests of the SM, dedicated methods for
b-physics observables should be developed. In this context the “ETMC ratio method" has been proposed [12] and
proved to be very beneficial (see, e.g., Ref. [13]). It is also important to emphasize that lattice computations of
hadronic matrix elements of operators appearing in the low-energy effective Hamiltonian of extensions of the SM
allow to set powerful limits on the New Physics model parameters (see, e.g., Ref. [14]).

In the next few years, besides improving the precision calculations of the hadronic parameters discussed above,
more and more intensive theoretical and computational effort will be devoted to lattice studies of the long distance
hadronic corrections to various observables, including rare kaon and B-meson decays and non-local low-energy effective
interactions (like the long distance contributions to the neutral kaon mass difference �mK), or concerning the well
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High Energy Physics - Phenomenology
Scientific Projects:   QCD@Colliders

Monte Carlo event generators to allow a 
systematic comparison between data and 
theory at LHC

Higher order QCD corrections and future 
colliders
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General Relativity, 
Cosmology, Astroparticle 
Physics

Scientific Projects:   INDARK, NEUMATT, TEONGRAV

Numerical simulation of Binary  
Neutron Stars, Equation of State  
effects on the gravitational wave signal. 

Cosmic Microwave Background: tests of  
Inflation, fundamental and  astroparticle 
Physics 

Large Scale Structure of the Universe: Dark Matter, 
Dark Energy, formation, growth and clustering of 
cosmic structures

 Binary Neutron Star Mergers are known source for gravitational wave observatory. In our 
Galaxy there are six know systems of this kind that will collapse emitting  GW signal.  
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The simulated GW signal

Modeling Mergers of known Galactic Binary Neutron Stars,  
A. Feo, R. De Pietri, F. Maione and F. Loeffler, 

Classical and Quantum Gravity 34 (3), 034001 arXiv 1608.02810(2016) 

Analysed with 4-EOS
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Nuclear Physics
Scientific Projects:   FBS, MANYBODY, STRENGTH

Electron and neutrino interactions 
with nuclei, Equation of state of dense 
nuclear matter and neutrino propagation 
in nuclear matter, Monte Carlo techniques 
to compute ground- and excited-state 
properties of many-body systems.

Development of accurate methods to 
study the bound and continuum states of 
few-body systems using realistic 
interactions.

Development and application of models 
for nuclear structure studies: Shell Model, 
Density Functional Theory, Microscopic 
and algebraic cluster models.
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Fluid Dynamics
Scientific Projects:   FIELDTURB

FIELDTURB: PARTICLES AND FIELDS 
IN TURBULENCE AND IN COMPLEX FLOWS 

Guido Boffetta - Torino
Andrea Mazzino - Genova + Piero Olla - Cagliari

Luca Biferale - Roma 2
Giuseppe Gonnella - Bari

Alessandra Lanotte - Lecce

5 units
~ 35 people

G. Boffetta @ SM&FT 2017, Bari 15 December 2017
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Quantitative Biology
Scientific Projects:   BIOPHYS

Quantitative Biology: quantitative 
approaches and numerical methods to gain 
a deeper understanding in life sciences.

Characterization of biomolecules and 
their interaction

3D organization and regulation of 
genome

Regulatory networks of 
molecules,  cells and neurons
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Condensed Matter
Scientific Projects:   NEMESYS Condensed matter phenomena in low dimensional 

systems

NEMESYS
out-of-equilibrium, non-

adiabatic and excited-
state features of 

interacting many fermion 
and boson systems 

confined to low-
dimensions

electrons in 
honeycomb-like lattice 
potentials: graphene, 
graphene related and 

beyond graphene 
nanostructures

ensembles of ultra-cold 
atomic gases [atomic 

gases in mono(bi)-
chromatic traps]; 

magnetic and spin 
systems

Computational 
methods: Density 
Functional Theory 

(DFT), Time Dependent 
(TD) DFT, Many Body 
Perturbation Theory 

(MBPT)

spectral features, 
dielectric screening, 

conductivity and electro-
mechanical properties of 

charge-carriers

irreversible properties 
and quantum 

thermodynamics of 
ultra cold Fermi and 

Bose gases, following a 
change of their trapping 

potentials

topological quantum 
field theory on space-
time (2+1) and (1+1) 
manifolds; quantum 
Montecarlo; semi-
classical multiscale 

approaches

technological 
Interests
(from nano-
electronics

To health-care)

fundamental 
properties 
(High energy 
physics in solid-
state setting!)

Huge 
Computatio

nal Costs
(106 Coreh

per simulation)

Huge 
Investments
(H2020 flagships 

for graphene 
and quantum 
information)

A. Sindona @ SM&FT 2017, Bari 15 December 2017
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Disordered Systems
Scientific Projects:   DISCOSYNP

Large scale simulations of spin glasses 

Hard spheres jamming and low-
temperature glasses 

High resolution cortical 
simulations in the Human 
Brain Project 
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ISCRA ,  EU-PRACE (since ~ 2012)
~30 projects ISCRA (B-C) ~18 projects EU-PRACE

~1000 Mcorehours (in BG/Q Fermi units)

Scientific board: the national resources should be managed by the national 
community. The board should be made up of affiliates from Universities and Italian 
Institutions (as is the case everywhere).

Suggestions (from the INFN community):

Since PRACE seems to be moving in the direction of approving less and less projects 
but with very high demands (~ 60 Mch), it would be the case to have ISCRA projects 
maximum requests higher than the current ones. 
At the moment there is a gap between the maximum that can be requested with the 
national calls (4 Mch on KNL) and the minimum that can be asked with PRACE (e.g. 
minimum 30 Mch on Marconi KNL, bearing in mind that a minimum request on PRACE 
could be easily rejected because not ambitious enough).
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HPC requirements for Th.Physics@INFN

4

computational physicists. New agreements established with the Italian National Supercomputing Centre (CINECA)
have made larger computing resources available while two special projects (SUMA first, and then the so-called CIPE-
project) have helped establish a more cohesive computational community, offering Post-Doc positions at the junction
point between theoretical physics, algorithm development and code optimization, as well as a number of venues to
share ideas and expertise in HPC computing. These investments have allowed INFN teams to re-establish a leading
role in many research areas and have produced virtuous side-effects e.g., allowing improved access of Italian theoretical
computational groups to the EU supported PRACE programme [2] and have also increased the possibility to influence
major decisions within international collaborations.

It is crucial that this positive trend be maintained and possibly further enhanced in the foreseeable future. These
issues have been discussed in a meeting held in Rome on February 17th, 2017 [3]. The present document is a follow
up of that meeting and also of a similar paper written in late 2014; it describes in full details the likely evolution of the
theoretical computational community in the next few years and quantifies the investments (financial and otherwise)
needed in the time frame 2018-2020 to ensure that the current level of excellence can be retained or improved.

Computational theoretical physics covers several research areas in the INFN theoretical group:

I High Energy Physics - Lattice;

II High Energy Physics - Phenomenology;

III General Relativity, Cosmology and Astroparticle physics;

IV Nuclear Theory;

V Fluid Dynamics;

VI Quantitative Biology;

VII Disordered Systems;

VIII Condensed matter;

with many research projects and more than 100 researchers involved. Research areas I to IV, clearly of strategic
interest for INFN, have used in the last 5 years approximately 90% of the overall available computing resources,
and research areas V to VIII, while using only 10% of the available resources, offer an invaluable contribution to a
multi-faceted and culturally wide research environment. Moreover, computational theoretical physics in the next few
years has the potentiality to develop synergies and collaborations with experimental areas of interest to INFN, both
as a theoretical support to experiments and in the sharing of computing techniques.

The following sections of this document i) describe in details the scientific perspectives of these research areas in
the time frame of the next three to five years ii) quantify the computational resources that are needed to successfully
pursue the envisaged research programmes in the time window 2018-2020 and iii) present a number of suggestions on
the action that INFN should undertake to support the computational community in this time frame. The rest of this
Executive Summary briefly lists our requests and suggestions.

2018 2019 2020
LGT: hadron physics 54 108 180
LGT: QGP and BSM 207 432 648
LGT: flavor physics 117 234 387
Colliders Phenomenology 1 2 3
General Relativity 142 182 227
Cosmology and Astroparticle Physics 3 4 6
Nuclear Theory 18 27 36
Fluid Dynamics 50 80 110
Quantitative Biology 9 18 27
Disordered systems 4 6 8
Condensed matter 2 4 6
Grand Total (Mcore-h) 607 1097 1638
Grand Total (Eq. Pflops) 4.6 8.4 12.5

TABLE I: Estimate of the yearly computing requirements of several areas of computational physics; units are
Mcorehours. In the last line, the grand total is converted in PFlops, using as reference the core of the Intel SkyLake

processor with a nominal peak performance of 67 GFlops.

HPC@INFN (2018-2020) - cont’d

APE100

APEmille

apeNEXT

FERMI

GALILEO

MARCONI
 HPC@INFN 
          (2020)

TH-cluster@CNAF

clusters (BA-CT-MIB-PI)

Zefiro

 HPC@INFN 
          (2017)

 CINECA@2020? 
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Computational theoretical physics at INFN: status and perspectives (2018-2020)

R. Alfieri, B. Alles, S. Arezzini, S. Bernuzzi, L. Biferale, G. Boffetta⇤, C. Bonati, G. Brancato, C.M. Carloni
Calame, M. Caselle, P. Cea, A. Ciampa, M. Colpi, L. Cosmai⇤, L. Coraggio, G. de Divitiis, M. D’Elia⇤, R. De

Pietri⇤, E. De Santis, C. Destri, G. Di Carlo, P. Dimopoulos, F. Di Renzo, A. Drago⇤, P. Faccioli, R. Frezzotti⇤, A.
Gamba, A. Gargano, B. Giacomazzo, L. Giusti⇤, G. Gonnella, N. Itaco⇤, A. Kievsky, G. La Penna, A. Lanotte⇤, W.

Leidemann, M. Liguori⇤, M.P. Lombardo⇤, A. Lovato, V. Lubicz, L.E. Marcucci, E. Marinari, G. Martinelli⇤, A.
Mazzino, E. Meggiolaro, V. Minicozzi, S. Morante⇤, P. Natoli⇤, F. Negro, M. Nicodemi⇤, P. Olla, G. Orlandini, M.

Panero⇤, P.S. Paolucci⇤, A. Papa⇤, G. Parisi⇤, F. Pederiva⇤, A. Pelissetto, M. Pepe, F. Piccinini⇤, F. Rapuano,
G.C. Rossi, G. Salina, F. Sanfilippo, S.F. Schifano⇤, R. Schneider, S. Simula⇤, A. Sindona⇤, F. Stellato, N.

Tantalo, C. Tarantino, G. Tiana, R. Tripiccione⇤, P. Vicini⇤, M. Viel, M. Viviani⇤, T. Vladikas, M. Zamparo

⇤ Conveners

(Dated: April 26, 2017)

We present the status of computational theoretical physics at INFN, the results obtained by its
research groups active in this field and their research programs for the next three years. Computa-
tional theoretical physics, besides its own importance, is a powerful tool in understanding present
and future experiments. A continued support of INFN to computational theoretical physics is crucial
to remain competitive in this sector. We assess the high performance computing resources needed
to undertake the research programs outlined for the next three years.
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List of recommendation to INFN  (*)
(*) from “Computational theoretical physics at INFN: status and perspectives (2018-2020)”

Ensure that the needed computing resources are made available to the community. 
This is best done by renewing the current agreements with the National 
Supercomputer Centre (CINECA) that allow to use their HPC resources.

Establish stronger scientific and institutional links with CINECA, with the goal of 
playing an active role in the definition of the computational requirements of the 
future HPC systems that CINECA plans to install.

Make sure that the HPC computational skills needed to efficiently use current and 
future supercomputers are mastered by the community. This is best done 
encouraging young researchers to enter the computational arena;  to this effect, we 
propose to support a specific programme of post-doc grants at the crosspoint 
between computational physics, algorithm development, code development and 
optimization.

Support at every appropriate political level the continued operation of national (e.g., 
ISCRA) and international (e.g., PRACE) competitive access programs to HPC resources.


